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Based on the three-dimensional micromagnetic simulations, we present a method to tailor the microwave
permeabilities of magnonic metamaterials cells by a designed nanoring structure. The results show
that the permeabilities and resonant frequency are depended on the wall’s thickness of nanorings. The
underlying mechanism is ascribed to the presence of strong demagnetization fields, which are associated
to the ring’s wall. In addition, the products of magnetic susceptibility and resonant frequency are larger
than that predicted from Snoek’s law in polycrystalline particles. These results are direct manifestations
of the bi-anisotropy model.

© 2013 Elsevier B.V. All rights reserved.

Soft magnetic materials with suitable permeability at specific
frequency are widely used in microwave devices, especially in
metamaterials [1–4]. To obtain such magnetic materials is a quan-
tity of interest both with respect to applied and fundamental in-
vestigation [5–9]. So it is valuable to find a material whose per-
meability can be adjusted in a wide band. According to some
previous works, the determinative parameters to describe mi-
crowave permeability spectrum are static permeability μs , reso-
nant frequency fr and their product, i.e., Snoek’s limit. In poly-
crystalline particles, μs − 1 = 2/3(4π Ms/Hk), and fr = γ Hk/(2π),
where 4π Ms is the saturation magnetization, Hk is the effective
anisotropic field and γ is the gyromagnetic factor. With the above
relationships, it is easy to see that μs and fr can be optimized
in two ways. One is tailoring the magnitude of the anisotropic
field Hk [10,11] or introducing an extra geometrical field upon
scattering of spin waves [12]. Another way is adjusting the effec-
tive magnetization, e.g. changing content of the magnetic part in
materials [13,14], optically induced magnetization [15].

However, based on Snoek’s law [16], in polycrystalline particles,
μs and fr behave a competitive relation as (μs − 1) fr = γ

3π 4π Ms .
It is clear from this equation that, for certain materials, the en-
hancement of Snoek’s limit is suppressed by Ms . Thus, it is still a
huge challenge to obtain a magnetic material with high permeabil-
ity as well as high resonant frequency simultaneously. An exceptive
example, thin film with the uniform in-plane uniaxial anisotropy,
is able to improve Snoek’s limit by a factor (4π Ms/Hk)

1/2 [17,18].
In our previous work, Acher’s limit can be enhanced in some spe-
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Fig. 1. (Color online.) The schematic picture of our model used in simulations. h(t) is
the exited field, and two demagnetization fields Hdz and Hdw are defined, respec-
tively.

cial multilayer thin films, where an interface anisotropic field plays
a key role [19]. These results suggested a clue for a higher Snoek’s
limit by introducing some typical anisotropic fields.

For thin films, the anisotropic field can be controlled in several
ways [20–22]. But for nano-structured metamaterial cells, it is hard
to adjust the anisotropic field in the normal ways. A new structure
nanoring, as shown in Fig. 1, which holds a strong demagnetization
field perpendicular to the wall, might be a promising candidate to
adjust the permeability and enhance Snoek’s limit only by chang-
ing the inner diameter. As to our knowledge, most of the previous
works on nanorings are focus on ground states [23], hysteretic
behaviors [24], phase diagrams [25], and spin dynamics [26–28].
Very recently, Wang et al. [29], have investigated the high fre-
quency properties of nanorings, but their attention is limited at the
resonant modes induced by the margin effect. Obviously, the inves-
tigation of microwave permeability and Snoek’s limit in nanorings
is missed, and the underlying mechanism is still unclear.
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Fig. 2. (Color online.) The magnetization symmetry study of nanoring with σ = 0.9
at ground state. The numbers shown inside the rings are the investigated direction
from x orientation with degree unit. The largest image shows the x–y plane mag-
netization dispersion of the nanoring.

Motivated based on the above discussions, in this Letter, we
present a systematic three-dimensional micromagnetic simulation
study of the high frequency susceptibility spectrum of nanorings as
a function of geometric parameters (length L, inner diameter Din ,
outer diameter Dout and ratio of the inner to the outer diameter σ )
by using the object oriented micromagnetic framework package
(OOMMF) [30]. The parameter σ allows us to adjust the demag-
netization fields Hdz and Hdw , parallel and perpendicular to the
nanoring’s wall as shown in Fig. 1, which substantially determine
the susceptibility and Snoek’s limit. The μs − 1 are adjusted from
20.3 to 0.7. Snoek’s limits gradually decrease as σ changes from 0
to 0.9 because of the reducing effective magnetization, which is
caused by the less magnetic ratio in the whole investigated cells.

The susceptibility spectrum can be obtained by the so-called
field-pulse processes [31]. First, we obtained the stable state of the
magnetizations via minimizing the total energy. The ground state
can be found in Fig. 2. With magnetization symmetry study of
nanoring with σ = 0.9, we can see that the magnetization disper-
sion shows the same behavior at different investigated direction.
The results of x–y plane indicate that any direction in x–y plane
is the symmetry directions. So, we select x direction as the in-
vestigated direction in the following parts for easier description.
Then, the magnetization dynamics were then excited by a short,
small field with the form h(t) = 7.96 × exp(−7.675t) A/m, which
is applied along the x axis as shown in Fig. 1. The time evolution
of magnetization is thirdly characterized by solving the Landau–
Lifshitz–Gilbert (LLG) equation. Finally, the frequency-dependent
susceptibility spectrum is deduced from the Fourier transform of
the time-dependent dynamic results. In metamaterial studies, the
permeability normally was shown as effective permeability which
is calculated by an averaging procedure of effective magnetization
not only including the magnetic part, but also including the empty
space of the investigated cells [14], so, the permeability results in
this Letter were all recalibrated with this homogenization proce-
dure.

The micromagnetic grid size is chosen as 0.5 × 0.5 × 2.0 nm3,
which is less than the exchange length lex [32]. The sampling
mesh points are about 40 × 40 × 10. This immediately imposes
a big challenge in all the latter calculations, but guarantees the ac-
curacy of our results. Material’s parameters are those typical for

Fig. 3. (Color online.) (a) Magnetic moment patterns in the equilibrium state of
Permalloy nanorings for different σ . The intensity map corresponds to the x–y
plane component of magnetization normalized by the maximum value at σ = 0.
(b) The maximum x–y components of normalized magnetization as a function of σ .

Permalloy: saturation magnetization Ms = 8 × 105 A/m, exchange
stiffness constant A = 13 × 10−12 J/m and null magnetocrystalline
anisotropy. The damping parameters are used with 0.5 and 0.015
for the equilibrium and dynamical states, respectively. The ex-
change, demagnetization, and Zeeman energies are included during
the simulated processes.

The model studied in this work is schematically shown in
Fig. 1. Such model is designed to hold two types of anisotropic
fields Hdz and Hdw simultaneously, which correspond to the one-
dimensional nanowire and two-dimensional plane demagnetiza-
tion fields. McMichael et al. [33] suggested a local magnetic res-
onance for the high frequency properties. Then the magnetic res-
onance should be discussed in local view as shown in Fig. 1. It
is very crucial to improve Snoek’s limit. The reason is that the
permeability is only determined by the Hdz , while the resonant
frequency depends on not only Hdz , but also the Hdw . This model
is indeed a bi-anisotropy system proposed by our group [11], and
thus Snoek’s limit is predicted to be improved efficiently (see the
discussions as follows). The corresponding demagnetization fields
Hdz and Hdw are altered via changing the inner to the outer di-
ameter σ in nanorings. As the x–y plane is isotropy, the x–y
component of the magnetization was investigated to show the dis-
persion of the spins in x–y plane. Fig. 3(a) shows the calculated
equilibrium magnetic moment patterns in Permalloy nanorings for
four different σ . The dominant feature is that the equilibrium
magnetization pattern is a nearly uniform magnetized state ex-
cept for some small dispersed magnetic moments close to the ends
of rings. Note that the color map is the magnetization of each
cells compare with the magnetization of Permalloy 8 × 105 A/m.
In particularly, the maximum magnetization at x–y component of
magnetization as function of σ , which is normalized by saturation
magnetization, is given in Fig. 3(b). As σ increases, the x–y com-
ponent of magnetization first decreases slowly and then sharply. It
implies the enhancement of Hdz and Hdw in these nanorings.

Fig. 4(a) and (b) shows the susceptibility spectrum of Permal-
loy nanorings with different σ changing from 0.1 to 0.9. Only one
resonant peak is observed in the susceptibility spectrums. This
indicates the uniform resonance occurs in these nanorings. The
susceptibility and the resonant frequency as a function of σ are
shown in Fig. 4(c) and (d), respectively. The results show that the
resonant frequency increases from 1.3 GHz to 8.8 GHz while σ in-
creasing from 0 to 0.9. In contrast, the static susceptibility shows
an opposite trend decreasing from 20 to 0.7. The susceptibility
μs − 1 and the resonant frequency fr indeed behave a competition
relation, which is understandable from Snoek’s law. The underly-
ing microscopic mechanism can be attributed the enhancement of
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Fig. 4. (Color online.) The calculated magnetic spectrums for real (a) and imagi-
nary part (b) of susceptibility, respectively. The static susceptibility (c) and resonant
frequency (d) of Permalloy nanorings depend on σ . The error bars were from the
simulation accuracy and Fourier transform.

Fig. 5. (Color online.) Comparison of Snoek’s limit of the nanorings and polycrys-
talline particles (solid black line). The red ball denotes the simulated results of
nanorings with length 20 nm and σ changes from 0.1 to 0.9.

demagnetization field along z component Hdz [34]. The resonant
frequency fr is proportional to the effective field Hdz from the
LLG equation; on the contrary, the susceptibility μs − 1 varies in-
versely with Hdz . The reason is that the resonant frequency and
susceptibility respectively behaves a different dependence on the
anisotropic fields.

As Snoek’s limit is proportional to Ms , so Snoek’s limit should
be decreased with the σ increasing due to the reduced effec-
tive magnetization in susceptibility calculation. Snoek’s limit of
polycrystalline particles is shown in Fig. 5 with dark solid curve.
Snoek’s limit of nanoring is improved obviously compared to that
in the polycrystalline particles, which can be found in Fig. 5 with
red solid ball. The physical mechanism is that the demagnetization
field Hdw increases with the σ increasing and the magnetization
are all lie in the wall at z direction with the large demagnetiza-
tion. According to the discussion therein before, Snoek’s limit can
be improved. As σ increases, Snoek’s limit of nanoring first slightly

Fig. 6. (Color online.) The static susceptibility (red circle) and resonant frequency
(dark square) of Permalloy nanorings depend on length of nanorings with σ = 0.8.

decreases which nearly parallel to the solid curve, and then sharp
decreases after σ > 0.4. This behavior is due to the relative volume
reducing of the magnetic nanoring.

In order to adjust the resonant frequency of nanorings in wilder
range, we study the length effect on the resonant frequency of
nanoring. The high frequency properties of nanorings with differ-
ent length from 20 to 90 nm at σ = 0.8 can be found in Fig. 6.
It explicitly shows that the resonant frequency can be adjusted
from 7.2 to 10.5 GHz. Such variation comes from the enhancement
of the axial demagnetization field. Furthermore, based on Kittel
equation, the resonant frequency can be adjusted in a wider range
with an applied extra static field.

V.S. Tkachenko et al. found that in curved nanowires, the cur-
vature leads to a “geometrical” effective magnetic field term that
is proportional to the square of the ratio of the exchange length to
the radius of curvature of the waveguide, which are very interest-
ing [12]. This induced effective field can reduce the whole effective
magnetic field in the curved nanowires. Then the resonant fre-
quency lower down due to the reduced effective magnetic field at
waveguide direction. However, in the nanoring structures studied
in this Letter, the uniform magnetization directions are all at z di-
rection as shown in Fig. 2, which are different with the nanowires.
This “geometrical” effective magnetic field term in nanoring is too
small to induce a considerable effect on the high frequency prop-
erty of single nanoring cell with uniform resonance. Further study
will focus on this phenomenon in a multiple nanoring structures if
any.

In summary, the susceptibility and the resonant frequency of
nanorings are studied in this work. The simulated results show
that the resonant frequency can be adjusted from 1.3 GHz to
8.8 GHz and the susceptibility behaves from 20 to 0.7 by chang-
ing the demagnetization field Hdw perpendicular to the wall of
nanoring. In addition, the resonant frequency can reach as much as
10.5 GHz by extending the nanoring’s length to 90 nm. All Snoek’s
limits of nanorings predicted in our work are higher than that in
polycrystalline particles. Snoek’s limits of nanorings are controlled
cooperatively by the uniform magnetized state and the effective
demagnetization field Hdw . Our work provided a new metama-
terial with an adjustable microwave permeability, which substan-
tially exceed Snoek’s limit.
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